|  |  |
| --- | --- |
| AutoML Modeling Report |  |

*Yasin Hassan*

Binary Classifier with Clean/Balanced Data

|  |  |
| --- | --- |
| **Train/Test Split**  How much data was used for training? How much data was used for testing? | I used 110 normal images and 121 pneumonia images for training, so 231 images in total. There were 208 images used for testing. |
| **Confusion Matrix**  What do each of the cells in the confusion matrix describe? What values did you observe (include a screenshot)? What is the true positive rate for the “pneumonia” class? What is the false positive rate for the “normal” class? | Chart, waterfall chart  Description automatically generated  The cells in the confusion matrix state the true negatives, true positives, false negatives, and false positives. The 91% refers to the true negatives. The 9% is the false positive. The 8% is the false negatives. The 92% is the true positives. |
| **Precision and Recall**  What does precision measure? What does recall measure? What precision and recall did the model achieve (report the values for a score threshold of 0.5)? | Precision is the “number of true positives over all positives” (Precision and Recall). The recall is the “number of true positives over true positives plus false negatives” (Precision and Recall). Both the precision and recall were 91.3% for 0.5 threshold. |
| **Score Threshold**  When you increase the threshold what happens to precision? What happens to recall? Why? | If you increase the threshold, the precision increases while the recall decreases. This is because for the graph of recall-precision graph, after a period of stillness, the precision decreases as the recall increases.  f1 = (2)(.913)(.913))/(.913+.913)=.913=91.3%  Chart, line chart  Description automatically generated |

Binary Classifier with Clean/Unbalanced Data

|  |  |
| --- | --- |
| **Train/Test Split**  How much data was used for training? How much data was used for testing? | I had 100 normal images and 299 pneumonia images. 359 images were used for testing. |
| **Confusion Matrix**  How has the confusion matrix been affected by the unbalanced data? Include a screenshot of the new confusion matrix. | Chart, waterfall chart  Description automatically generated  The true negative is now 90%, the false positive is 10%, the 3% is the false negative, the 97% is the true positive. The true negative and the false negative decreased while the true positive and the false positive increased. |
| **Precision and Recall**  How have the model’s precision and recall been affected by the unbalanced data (report the values for a score threshold of 0.5)? | The precision and recall are now 95% for 0,5 threshold, so it increased compared to the clean-balanced. |
| **Unbalanced Classes**  From what you have observed, how do unbalanced classed affect a machine learning model? | F1=2(.95)(.95)/(.95+.95)=.95=95%, so the unbalanced model gave a higher f1 score. Since the f1 score is the “overall measure of the model’s performance” the model has performed better with clean, unbalanced data (F1 Score). |

Binary Classifier with Dirty/Balanced Data

|  |  |
| --- | --- |
| **Confusion Matrix**  How has the confusion matrix been affected by the dirty data? Include a screenshot of the new confusion matrix. | A picture containing chart  Description automatically generated  The true negative is 77%, false negative is 15%, false positive is 23%, the true positive is 85%. The true negative and true positive have decreased, and the false negative and positive have increased from the clean, balanced version. |
| **Precision and Recall**  How have the model’s precision and recall been affected by the dirty data (report the values for a score threshold of 0.5)? Of the binary classifiers, which has the highest precision? Which has the highest recall? | The precision and recall is now 80.77%.. The clean-unbalanced binary classifier has the highest precision and recall. |
| **Dirty Data**  From what you have observed, how does dirty data affect a machine learning model? | The f1=2(.8077)(.8077)/(.8077+.8077)=.8077, so the dirty data decreased the effectiveness of the model. |

3-Class Model

|  |  |
| --- | --- |
| **Confusion Matrix**  Summarize the 3-class confusion matrix. Which classes is the model most likely to confuse? Which class(es) is the model most likely to get right? Why might you do to try to remedy the model’s “confusion”? Include a screenshot of the new confusion matrix. | Table  Description automatically generated  This matrix predicts the behavior of the model. There will likely be more confusion since pneumonia is now split up into bacterial and viral pneumonia. It should correctly predict the normal pictures behavior. To remedy the confusion, I could train the model for a longer period of time, or change the names of the parameters. |
| **Precision and Recall**  What are the model’s precision and recall? How are these values calculated (report the values for a score threshold of 0.5)? | The precision is 80% and the recall is 72.73%. The precision is the “number of true positives over true positives plus false positives”, and the recall is the “number of true positives over true positives plus false negatives” (Model Evaluation). |
| **F1 Score**  What is this model’s F1 score? | F1 = 2(.8)(.7273)/(.8+.7273) = .7619197276 |
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